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Top of the pyramid

Systems

Gordon Bell

Finalists 2022

FRONTIER —-US

1.6 Eflops, 8M cores,

HPE-AMD (CPU-GPU)

2.5 million-atom ab initio
electronic-structure simulation
of complex metallic
heterostructures with DGDFT
University of Science and
Technology China

Supercomputer: OceanLight

FUGAKU -JP

0.54 Eflops, 7M cores

Fujitsu ARM

Exaflops biomedical knowledge
graph analytics

Oak Ridge National Laboratory

Supercomputer: Frontier

LUMI -FI-EU

0.25 PElops, 1.1 M cores

HPE-AMD (CPU-GPU)

Extreme-scale earthquake
simulation with uncertainty
Quantification

University of Tokyo

Supercomputer: Fugaku



What is happening in EUROPE?

EuroHPC

Comprehensive program from infrast. uccuice,

processor dvt and application dvt

ARCHER 2, EPCC, 500 k cores, 25 Pflops
Cambridge-1, Health Science Nvidia with
partners AstraZeneca, GSK,

Intel new fabs and research labs in Europe

Germany, Ireland, France, Italy




HPC has largely

become
multifunctional Data Simulation
Analytics
|
Statistics, Al, Graph Visualiz
MC, assim Analytics
\ \ |
ML DL, NN Al, Graph

Analytics



Complexity and modularity

LUMI, the Queen of the North
LUML! is a Tier-o GPU-accelerated Tier-oGPU partition: over
supercomputer that enables the LUMI-G: """ | 550 Pflopfs powered by
convergence cf high-pei formance _ PaGrtFi)tLiJon LUMI-D: 10,240 AMD Instinct MI250X
computing, art ficial intelligence, CHMAC: Data GPUs
- ! ! x86 ;
and high-pei formance data Partition Analytics —_
analytics. Padition Interactive partition with 32
R — L UMLK TB of memory and gr.aphics
ppl . ry o N e el LUMI-F: GTPUs'for Fjata analytics and
partition: 196,000 AMD s Accelerated visualization
Cloud interconnect St
EPYCCPU cores hfiiced aragds
8 PB Flash-based storage
Possibility for combining LUMI-Q: LUMI-P- layer with extreme I/O
different resources within a Boantin Dystre bandwidth of 2 TB/s and
single run. HPE Slingshot R, A '—g'l:’_'"c:‘ Storage IOPS capability. Cray
technology. StoJr:;e ClusterStor Ez000.
30 PB encrypted object \// Service
storage (Ceph) for storing, 8o PB parallel file system
sharing and staging data




Earth Sciences

requires a leap of
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How are we going to

achieve this?
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Ref: ENES 7th HPC Conference, NVIDIA presentation .



* Neuromorphic Computing
How to go beyond * Graphene-based transistors
the present limit? * Optical computing

* Quantum Computing

* DNA data storage




